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About UNINETT Sigma2

 Established in December 2014 based on a decision from the 4 oldest 
universities and the Research Council of Norway

 A long-term model with 5+5 years and evaluation of the company after 5 years. 
(i.e. minimum 10 year lifetime for the company) 

 Part of the UNINETT corporation, separate company

 Collaboration agreement with the 4 oldest universities incl. 50 MNOK yearly 
funding

 Contract with the Norwegian Research Council  incl. 25 MNOK yearly funding

 Granted infrastructure funding (75.7 MNOK investment 2016-2017) from the 
Norwegian Research Council

 Operation and support contract with the 4 oldest universities

 Frame agreement with the universities for project work
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«3. Det digitalt inviterende universitetet»

 «Tilrettelegge for å dele tjenester i sektoren, og ta et nasjonalt 

ansvar for digitale tjenester eller ressurser der det er ønskelig for å 

understøtte forsking og utdanning»
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The Metacenter

 National coordination and shared, consolidated resources have cost and efficiency advantages 
but creates a “distance” to the end-users (researchers)

 This is avoided by keeping the support staff and competence near where the research is going 
on, at the universities

 Combined with a data-centric architecture for the e-infrastructure, this model combines the 
advantages of the centralized model and the local model

6

Sigma2 METACENTER

AUS IT.dep

NTNU

Researchers

RFK

(RAC)

IT.dep

UiB

IT.dep

UiO

IT.dep

UiT



High level objectives

 Procure, operate and develop a critical national e-infrastructure

 Promote e-infrastructure to new research communities

 Lead and coordinate participation in international cooperation for e-infrastructure

 Provide an attractive and sustainable e-infrastructure for all research communities, 
with the following characteristics: 

• High reliability and availability

• Cost effectiveness

• Predictable access

• Interoperability within the national e-infrastructure and between national and international infrastructures (e.g. 
PRACE, EUDAT)

 Provide services for data analytics of large datasets (Big Data)

7



Research data
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Research Council Policy Objectives
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Forskningsrådet. Tilgjengeliggjøring av forskningsdata 

- Policy for Norges forskningsråd. 

Norges forskningsråd; 2014

 Improve quality in research through better opportunities to use

previous work and combine data in new ways

 Transparency in research process and better opportunities to verify

scientific results

 Increased collaboration and less duplication of reaserch

 Increase innovation in business and public sector

 Efficiency improvement and better use of public funding



«1. En gjennomgående digitalisert 

infrastruktur»

 «Bygge sammenhengende verdikjeder frå data-innsamling, via 

lagring, tilgjengeliggjøring og prosessering til publisering og 

etterprøving»
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The actors… who provides what

 International level

 National level

 University/institutional level

 Deparments / Faculties

 Institute or research group
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National e-infrastructure level

 The global view, Interfacing with international services/e-

infrastructures

 Generic services shared by many

 Economy of scale

 Providing services for publicly funded (RCN) research and enabling 

interaction between various stakeholders

 Competence
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University/institutional level

 Special local needs, Specific for the university

 Integration with local services

 Connect and promote data to higher level repositories

 Data curation best done locally?
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Services
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Sigma2 e-infrastructure services 1/2

 Computation

• Compute cycles for computational research

 Storage

• Data management planning

• Data storage, including Sensitive data

• (Visualization, Data-analytics)

 Basic user support

• Basic tech support through a ticket-based support service

• Training

 Advanced user support
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Advanced User Support (AUS)

 1) Project based AUS:

 can be the sole initiative of a researcher or a 
science area

 granted by RFK with 2-3 PMs spent over a maximum 
of 6 months.

 2) Discipline specific AUS

 initiated by Sigma2 in cooperation with a science 
discipline

 can have allocations of more than 12 PMs spent over 
a maximum for 2 years

 joint funding



Advanced User Support (AUS)

For the storage services, project based advanced user 
support aims at:

 assist researchers to create data plans

 implementing best practices for collecting and 
handling data

 identifying or defining meta-data schema

 identifying suitable storage formats

 identifying dedicated or specialised tools to help 
access or visualize data, utilise the facilities better 
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Data management plans?
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Data ‘policy’ for Research data

http://sigma-dmp.paas.uninett.no

http://sigma-dmp.paas.uninett.no/
http://sigma-dmp.paas.uninett.no/
http://sigma-dmp.paas.uninett.no


Sigma2 e-infrastructure services 2/2
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Climate (IPCC production, ESGC data node, HPC intensive data) 
– large datasets, avoid moving data, scalability, data longevity and integrity

Neuroscience (HumanBrain, Kavli Inst., INCF)
– sensitive data, raw sensor data, data mgmt tool

ELIXIR.NO (next generation sequencing, analysis/processing, sharing/archiving, data 
product delivery)
– portals, AAI, work flow mgmt, access to tools

CLARINO (structured data, corpus)
– AAI, data access, DOIs, centralising HPC+data

Biodiversity (GBIF, LifeWatch)
– portals, access/sharing, metadata, own PIDs, Biobanks)

Marine environment (sensor collection, basic service needs) …

EPOS (implementation phase, sensor collection) …

Data intensive Science Disiciplines



Examples of projects

Pictures from 

META 1/2015



The infrastructure: A new architecture

 National Infrastructure for Research Data (NIRD)
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«2. Brukerorienterte digitale tjenester»

 «Ta utgangspunkt i behov, brukervennlighet og brukeropplevelser i 

realisering av digitale tjenester»
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What researchers requests:
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Data-centric architecture
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Distributed data centre model
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A future common architecture?
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www.sigma2.no
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